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Can LLMs Develop Infrastructure-as-Code? 
✅ SWE benchmarks:

• SWE-Bench (ICLR2024) - 2K+ GitHub issues to be resolved by AI 

• SWE-Bench-Verified - OpenAI cleaning on SWE-Bench 

• HumanEval -164 manually curated Python coding problems 

• CloudEval-YAML - Alibaba benchmark on testing LLMs for YAML

❓IaC benchmarks: 

• IaC-Eval – 458 Terraform questions to build from scratch

LLMs Benchmarking

Error Type Distribution

Consistency Analysis

Agents Benchmarking

# Two-Turn Agent

Results from the 1st 
attempt are returned 
to the agent for the 
2nd try

$ Tests Verbosity Level

Low (basic error 
messages) and High 
(full-traceback) 
verbosity levels tried

ℹ RAG Enhancement

MCP server with AWS 
docs provided as a 
data source to the 
agent

Benchmark Construction

SWE-InfraBench: 100 Python CDK tasks 
with unit tests for objective evaluation

Content between 
masking tags is 
“canonical solution”

Request:
• Full IaC-"donor" repo is 

passed as context
• Original code is 

partially masked
• Natural language 

prompt instructs to 
add hidden code parts

Evaluation:
• Model response is 

integrated into the 
context codebase

• CloudFormation 
template is 
generated. 
Cloud Deployment is 
not Required 

• Unit tests are run 
against CF template 
file to evaluate the 
solution


