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Business context:
• 400+ fleet purchase contracts p.a. 

• 6+ languages, various document format/scan quality 

• Various information to be extracted from the 
contracts to operate the fleet:

o What tire brand should be on the vehicle, when we 
return it?

o What are the charges in case we don't return 
vehicle on time?

Project wins:
• Some use cases are live

• Expansion beyond fleet contracts

• New innovative approach to recognize the text in 
the contracts proposed: Vision LLM + OCR
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GenAI to Analyze Fleet Purchase Contracts at SIXT 
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Two-column 
format

Tables Pictures Forms

Common Challenges in PDF Processing
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Text-Picture Mixture: Amazon Textract
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Text-Picture Mixture: Amazon Bedrock (Claude 3.5)
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Parsing Tables: Amazon Textract

* not using TABLES and LAYOUT
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Parsing Tables: Amazon Bedrock (Claude 3.5)
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Parsing Forms: Amazon Textract

* not using TABLES and LAYOUT
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Parsing Forms: Amazon Bedrock (Claude 3.5)



Solution: Hybrid OCR Approach
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• PDF documents are processed using an OCR service

• OCR output is parsed into a well-formatted text document (e.g. Markdown)

Traditional OCR
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• PDF documents are converted into a series of images

• Images are sent to a vision LLM (e.g. Anthropic Claude)

• LLM generates a well-formatted text version of the document (e.g. Markdown)

Vision LLM-Based OCR
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• PDF documents are processed using an OCR service

• In parallel, PDF documents are converted into a series of images

• Both OCR outputs and images are sent to a vision LLM 

• LLM generates a well-formatted text version of the document (e.g. Markdown)
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Hybrid OCR Approach
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Prompt template:

o Use the image as the source of truth, correcting OCR errors.

o Convert content to structured Markdown, preserving format and readability.

o Wrap figures in <figure>, tables in <table_summary>, and sections in <section>.

o Maintain logical grouping without skipping or adding content.

o Output in the document’s original language.
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Text-Picture Mixture: Hybrid Approach
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Parsing Tables: Hybrid Approach
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Parsing Forms: Hybrid Approach
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• Increased the accuracy from 88% to 
95% (top-3 retrieval)

• Approach found application in other 
domains 

• Achieved relevant OPEX savings in 25Q1

• Further use-cases with significant potential 

identified

Conclusions
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